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Abstract
The problem of recovering the shape of objects from three-dimensional data is important to many areas of computer graphics and vision. We present here a method for the recovery of single-part objects from unstructured 3D points sets, based on the fitting of deformable superquadric models. The limitations of least-squares minimisation as a technique for fitting superquadric models are discussed. After investigating the possibility of using a genetic algorithm as an alternative, we propose a hybrid approach to the recovery of deformable superquadrics based on a two-stage fitting process that combines a genetic algorithm and nonlinear least-squares minimisation.

1. Introduction
The problem of recovering the shape of objects from unstructured 3D data is important in many areas of computer graphics and computer vision, including robotics, medical imaging and the automatic construction of virtual environments. In the last 25 years, much work has focussed on finding suitable models for the recovery of objects from 3D data. This work has largely proposed the use of some form of parametric model, most commonly the superquadrics.

Superquadrics are simple parametric models that can represent a large range of shapes with a small number of parameters, and have mathematical properties that make them particularly suited to efficient model recovery. The shape of an object is recovered by fitting a superquadric model as closely as possible to the 3D data. Pentland [1] was first to propose the use of superquadrics as a model for object recovery, and in recent years, many researchers [2], [3], [4], [5], [6], [7] have reported success in the recovery of superquadrics models, often combined with global or local deformations. The most commonly used method of fitting superquadric models to 3D data is through nonlinear least-squares minimisation of an error-of-fit function. However, least-squares minimisation approaches often perform poorly when searching complex parameter spaces and can only guarantee convergence to a local minimum. In this paper we present an alternative hybrid approach to the recovery of deformable superquadric models from 3D data. We propose a two-stage process for fitting a deformable superquadric to a set of points, based on a genetic algorithm and a nonlinear least-squares minimisation routine.

The rest of the paper is organised as follows. Section 2 provides a formal definition of our object model, superquadrics with global parametric deformations. Section 3 defines the problem of fitting deformable superquadric models to 3D points and describes the standard approach to solving this problem through the use of nonlinear least-squares minimisation. Section 4 investigates the possibility of using genetic algorithms as an alternative. Following this discussion, Section 5 proposes a novel hybrid approach to fitting deformable superquadrics to 3D points, and Section 6 presents the results of testing this hybrid approach. Finally, Section 7 concludes the paper and discusses areas for future work.

2. Model definition: superquadrics with global deformations
Superquadrics [8] are a family of parametric solids derived from the basic quadric surfaces and solids. Extra flexibility in shape representation is achieved by raising each trigonometric term in the quadric equations to an exponent. These exponents control the relative roundness and squareness along the major axes of the surface. By altering the value of the exponents, a wide range of forms may be generated: spheres, cylinders, parallelepipeds, pinched stars and the shapes in between. The following position vector $x$ defines a superquadric surface:
The vector \( \mathbf{x} \) sweeps out a closed surface as the two independent parameters, \( \eta \) and \( \omega \), change in the given intervals. Terms \( a_1, a_2 \) and \( a_3 \) define the superquadric scaling in the \( x \), \( y \) and \( z \) directions, respectively. Exponents \( \varepsilon_1 \) and \( \varepsilon_2 \) control the curvature of the surface in the north-south and east-west directions respectively. \( \varepsilon_1 \) and \( \varepsilon_2 \) are usually referred to as the superquadric shape parameters.

Although superquadrics can model a relatively wide range of shapes, they are not flexible enough to model the complex forms that might occur in a real-world scene. Many researchers [3], [7], [9] have proposed the use of parametric deformations to improve the representational range of superquadrics. By deforming a superquadric in some way (for example bending or tapering it), it can be made to model shapes that would not otherwise be possible. Of particular interest are deformations that are used in the manufacture of objects, or that allow the modelling of complex natural forms [7].

The superquadric model described here is augmented by three parametric deformations, based on work described by Barr [10]: global linear tapering, global axial twisting and global linear bending. Figure 1 shows examples of different superquadric models generated by varying the shape parameters, and superquadrics that have been subjected to tapering, twisting and bending deformations.

3. Fitting deformable superquadrics to 3D points

The problem we wish to solve is that of recovering a superquadric model from a set of 3D points. Given a set of \( N \) points \((x_i, y_i, z_i)\), \( i = 0, \ldots, N \), the task is to find the superquadric model that most closely fits those points i.e. such that average distance of the points from its surface is as small as possible.

A generally positioned deformable superquadric is defined here by 15 parameters, specifying its shape, size, position, orientation and any deformations that are applied. The problem is to find suitable values for each of these parameters, such that they describe the superquadric that best fits the points. In order to do this, we need a function \( F \) that can compute how close a given point is to the superquadric's surface. By evaluating this function over all the points, and taking the average, we get an error-of-fit (EOF) measure for the model. The problem then becomes that of finding the set of parameters that minimise this EOF measure:

\[
\min \frac{1}{N} \sum_{i=1}^{N} F(x_i, y_i, z_i)
\]

The work described here uses a version of the Euclidean distance EOF measure proposed by Gross and Boult [11], extended to take into account any deformations applied to the model. The EOF is computed as the mean Euclidean distance between each data point and the corresponding point on the surface of the superquadric, along the line connecting the data point with the centre of the superquadric.

3.1. Nonlinear least-squares minimisation

The most commonly used method for fitting a superquadric model to a set of 3D points is nonlinear least-squares minimisation (NLLSM) of the EOF measure, using an algorithm such as that proposed by Levenberg-Marquardt [12]. The Levenberg-Marquardt (LM) algorithm is supplied with a set of model parameters, corresponding to an initial point in the parameter space. The algorithm then proceeds iteratively, attempting to converge on a minimum in parameter space, i.e. a set of parameters that minimise the EOF measure.
3.2. Disadvantages of NLLSM

Least-squares minimisation techniques such as the LM algorithm follow a rigidly defined strategy for finding a minimum in parameter space and the minimisation process can, in general, only guarantee convergence to a local minimum. This can be a significant problem when the parameter space is of complicated topology, i.e. exhibits multiple local minima, as is the case when fitting superquadric models to 3D points. The initial set of model parameters supplied to the algorithm determines to which minimum it will converge. Unless minimisation is started in the vicinity of the global minimum it is unlikely to reach it, and will converge to a minimum local to the starting point instead. The success of the algorithm in reaching the global minimum depends greatly on its starting point in the parameter space, and this reliance on the initial model parameters represents the main weakness of the least-squares minimisation approach.

Most researchers attempt to maximise the effectiveness of the LM algorithm by providing it with a set of initial model parameters that predict in some way how the model will fit the data points. For example, by analysing the points it may be possible to estimate both the position and orientation of the model that most closely fits them, with reasonable accuracy. This “initial fit” of the model to the data will hopefully provide the algorithm with a reasonably direct route to the global minimum.

4. Genetic algorithms for superquadric fitting

This section discusses the possibility of using a genetic algorithm as an alternative method for fitting deformable superquadric models to 3D points.

Genetic algorithms (GAs), first introduced by Holland [13], are class of robust search and optimisation procedures based on the ideas of genetics and the Darwinian theory of evolution. In contrast to least-squares minimisation techniques, a GA can explore many regions of a parameter space in parallel. This property allows a GA to avoid becoming trapped in a local minimum, even when searching a topologically complex parameter space. GAs have been successfully used in the recovery of other types of parametric model; Taylor et al have used them with a variety of 2D active shape models [14], and Vaerman & Thiran have used GAs for fitting Hyperquadrics to range data [15].

4.1. Basic principles of a GA

A GA works by attempting to evolve a population of potential solutions to a problem in order to find an optimal solution. A typical GA consists of the following components [16], [17]:

- a way of encoding a potential solution to the problem, known as a chromosome, usually as a string of bits, integers or real numbers,
- a population of chromosomes,
- a fitness function,
- a set of genetic operators,

The fitness function decodes a chromosome and applies the solution it represents to the problem. The chromosome is awarded a fitness corresponding to how ‘good’ a solution it represents. The two most common genetic operators used in a GA are crossover and mutation. Crossover takes two existing chromosomes and ‘mates’ them, producing two new chromosomes that combine the characteristics of each of their ‘parents’. The mutation operator is applied to all newly created chromosomes; mutation randomly alters the value of one or more of a chromosome’s component values. Figure 2 illustrates both the crossover and mutation operators, applied to simple bit-string chromosomes. Parent selection is the process by which chromosomes are chosen from the population for mating, in order to produce new chromosomes. Parent selection is generally a ‘biased random’ procedure, the likelihood that a particular individual will be chosen is proportional to its fitness in the population. In this way a ‘fit’ individual is more likely to be chosen for mating than an ‘unfit’ one.

Execution of a GA search begins with the creation of an initial population. This population is either random, or may be seeded with chromosomes that represent a potentially good solution, if available. The algorithm then enters it generational loop. A new population of chromosomes is created by selecting individuals from the existing population and mating them to produce children. The newly created population replaces the old one, and the process repeats. The search is terminated when either (a) at pre-set number of generations has been performed,
or (b) a particular individual has been reproduced so often that it has taken over the population, which is then said to have converged.

Key to the success of a GA are the concepts of parent selection, crossover and mutation. When two chromosomes are mated, they pass on different combinations of their genes to each child. There is the possibility that one of these new combinations of genes will represent a better solution to the problem than either of the parent chromosomes. By biasing parent selection towards the fitter individuals in the population, it is more likely that those individuals will pass on their genes to the next generation. Each new generation should contain better solutions than the previous and, over several generations, the weaker solutions will be phased out as the better solutions take over the population. Effectively, crossover enables the search to move towards ‘promising’ regions of the parameter space. The mutation operator provides the GA with another tool to help it avoid becoming trapped in a local minimum. By allowing the possibility of new, untried, gene values being introduced into the population, mutation enables the GA to randomly sample new points in the parameter space throughout the search.

4.2. Applying a GA to superquadric fitting

The problem of fitting a superquadric to a set of 3D points, as described in Section 3.1, can be shown to fit neatly into the context of a genetic algorithm. There are two aspects of a GA that tie it to the problem domain: the method of encoding a solution as a chromosome and the method by which a chromosome’s fitness is computed. Thus:

- A chromosome, is the set of parameter values that define a deformable superquadric model.
- The fitness function will generate the superquadric model defined by the parameter values stored in a chromosome and compute the EOF value for that model to the points. This EOF value is then used to compute the fitness of the chromosome.

The parameters that describe a deformable superquadric model are encoded as a string of floating point numbers, whose values belong to a convex domain. Each parameter has a set of constraints, specifying upper and lower bounds on its value. Certain aspects of the GA must be adapted to take into account these constraints, in particular population initialisation and the genetic operators of crossover and mutation. The rest of the GA is problem domain-independent and would be implemented as described in Section 4.1.

4.3. Potential problem with using a GA

Given the discussion above, use of a GA would appear to be a viable alternative to NLLSM, avoiding the drawbacks associated with that approach. However, there is a significant obstacle to applying a GA to a complex nonlinear optimisation problem such as that described here, specifically the high computational cost due to the slow convergence rate of the GA [18]. In general, a GA will take significantly longer to converge than a least-squares minimisation routine applied to the same problem. This is primarily because a GA does not make direct use of local parameter-space information to determine the most promising search direction. Rather, the GA explores the parameter space in a less directional fashion, considering many different regions in parallel.

In our own comparisons of the performance of a GA with that of NLLSM when applied to the problem of superquadric fitting, we have found that, for the same data set, the GA takes significantly longer to converge. This problem of slow convergence made the use of a GA a considerably less attractive prospect.

4.4. Combining a GA with NLLSM

A popular strategy for alleviating the problem of slow convergence is to combine the GA with another, more ‘local’ search technique [18] [19] [20] [21]. The idea is to combine the advantages of the GA with those of the local search technique, whilst avoiding their respective disadvantages. Through the use of the GA, a combined approach should be less prone to converging on local optima than the local search technique alone. By passing control of the search over to the local search technique at an appropriate point, the combined approach should converge more quickly than if a standard GA was used. We therefore suggest that if the two techniques, GA and NLLSM, were combined, a fitting system could be produced that:

1. Does not require ‘good’ initial fit in order to converge on an optimal fit
2. Converges quickly and accurately to the optimal fit.

The basic principle of this approach is that we use the GA to find a ‘good’ fit to the points, which can then be used as a starting point for the NLLSM routine. The next section discusses this hybrid approach in more detail.
5. The hybrid approach

5.1. Fitting strategy

In this section we propose a novel hybrid approach to fitting deformable superquadric models to 3D points, based on the combination of a genetic algorithm (GA) and NLLSM. The hybrid approach is based on a two-stage fitting process:

1. The GA is used to locate a model that represents a ‘good’ fit to the points.
2. NLLSM is used to refine the fit, extracting the parameters of the model that most closely fits the points.

The first stage exploits the main advantage of the GA: finding the region of parameter space containing the global minimum, while avoiding becoming trapped in a local minimum. The second stage exploits the advantages of NLLSM: fast and accurate convergence to the global minimum.

Figure 3 illustrates the strategy used to fit a deformable superquadric model to a set of 3D points. Two inputs are provided to the system: the set of 3D points and a superquadric model that represents an initial guess fit to those points. Generation of the initial model is discussed in section 5.2. The points and the initial model are sent to the GA subsystem for the first stage of the fitting process. The GA executes until either a pre-set number of generations are completed, or a ‘good’ chromosome is found. In this case a ‘good’ chromosome represents a model that can be used as a suitable starting point for the NLLSM routine. The user must decide on an appropriate fitness value for an ‘good’ chromosome beforehand. If at any point the user decides that the GA has found a model that fits the data points sufficiently, he can stop it manually. Once execution of the GA has stopped, the best-fit model is passed to the NLLSM subsystem, for which it now represents the input model. When minimisation has finished, the final set of optimised model parameters is returned. These parameters are used to generate an output model, representing the best fit to the data points that the system could find.

5.2. Implementation

The hybrid superquadric fitting system consists of two subsystems, which control the GA and the NLLSM routines respectively. The GA subsystem was implemented as described in section 4.2. The NLLSM subsystem was based on the DN2FB routine, an implementation of the Levenberg-Marquardt algorithm freely available from the netlib repository [22].

The hybrid fitting system must be supplied with an initial ‘guess fit’ model, which provides a starting point in parameter space, from which it can attempt to locate the minimum. To generate an initial model the 3D points are analysed and the information extracted is used to compute estimates of some of the model parameters:

- The initial position of the model in space is estimated from the centre of gravity of the points.
- The initial orientation of the model is estimated from the eigenvectors of the matrix of central moments of the points [7]. The z-axis of the model is aligned along the eigenvector with the least moment of inertia.
- The scale of the initial model is estimated from the dimensions of the convex hull of the points.

5.3. Expected benefits of the hybrid approach

The aim of the hybrid approach was to produce a fitting system that, like the GA, did not require a ‘good’ initial fit in order to converge on, or close to, an optimal fit, and like NLLSM, was able to converge quickly and accurately to that optimal fit. We anticipate that the hybrid approach will, for the same data, be slower to converge than NLLSM used alone. We suggest, however, that the increase in convergence time will be an acceptable trade-off, given the expected improvement in the fits obtained when both approaches are started from the same initial fit.

6. Testing and results

The hybrid approach was tested on a number of example data sets and the results were compared to those
obtained with an equivalent fitting system that uses the NLLSM approach alone. The data used consist of 3D point sets, sampled from the surface of simple, single-part objects. We use three objects taken from the Washington State University 3D image/model database [23], BOX, TRIANGULAR PRISM and TRUNCATED WEDGE, and ARCH, a model of a simple children’s building block. Each of these data sets is shown in Figure 4. These data sets were chosen as, in each case, a set of model parameters exists that represent an optimal (or near-optimal) fit to the points.

In each test, both the hybrid and the NLLSM-based fitting system were supplied with the default initial ‘guess-fit’ models, generated as described in section 5.2. In the case of the hybrid fitting system, the GA subsystem was allowed to search until either a model was found with an EOF value of less than 0.1, or 100 generations had been completed. The GA used a population size of 200 for each of the tests.

The results of the tests were generated in terms of (a) the EOF value of the final fit, (b) the time (in seconds) taken to converge on the final fit and (c) the visual appearance of the final fit. Figures 5, 6, 7 and 8 give the results of the tests. Figure 5 gives the results in terms of the EOF value of the final fit, while Figure 6 compares the time taken by each approach to converge on this fit. Figure 7 illustrates the final fits obtained by the NLLSM-based fitting system for each of the data sets. Figure 8 illustrates the fits obtained by the hybrid approach, showing both the intermediate fit, produced by the GA and supplied as input to the NLLSM routine, and the final fit obtained for each data set.

Firstly, we consider the results in terms of the visual appearance and EOF values of the final fits obtained. Comparing the visual appearance of the final fits, we find that the results for data set BOX are comparable, but in all other cases, the fits obtained by the hybrid approach appear much better than those obtained with NLLSM. In each case, the EOF values of the final fits confirm these findings. Secondly, we consider the results in terms of the time taken to converge on a final fit. As expected, we find the hybrid approach takes longer to converge than NLLSM. Specifically, the hybrid approach required approximately 10 times as much time to converge for each of the data sets.

In summary, the results establish that the hybrid approach successfully addresses the problems observed with using NLLSM alone. For the same initial point in
parameter space, the hybrid approach was found to converge on a fit that was better than that obtained by NLLSM, both visually and in terms of EOF value. However, the hybrid approach was found to require longer to converge than NLLSM used alone.

7. Conclusion

In this paper, we have presented a novel hybrid approach to solving the problem of fitting deformable superquadric models to 3D point sets. We have discussed the standard approach to solving this problem, NLLSM, and highlighted the main drawbacks associated with this approach. It was found that, in general, NLLSM required a good-quality initial fit to the data, in order to converge to an optimal fit. Without such an initial fit, NLLSM could only guarantee convergence to a local minimum in the parameter space, most likely corresponding to a sub-optimal fit.

The use of a Genetic Algorithm as an alternative to NLLSM was discussed. It was established that a GA would be less prone to becoming trapped in local minima, and that the success of a GA in finding an optimal fit would not be so dependent on the initial ‘guess’ fit, i.e. the starting point in parameter space. However, it was also established that GAs often suffer long convergence times when solving complex optimisation problems and as such, the use of a GA alone was not considered a viable alternative. The possibility of combining a GA with a

Figure 7. Final fits obtained with the NLLSM fitting system on data sets (a) BOX, (b) TRUNCATED WEDGE, (c) TRIANGULAR prism and (d) ARCH.

Figure 8. Results for the hybrid approach. (a) & (b) show intermediate and final fits to the data set BOX, (c) & (d) show intermediate and final fits to the data set TRUNCATED WEDGE, (e) & (f) show intermediate and final fits to the data set TRIANGULAR PRISM, and (g) & (h) show intermediate and final fits to the data set ARCH.
local search technique, such as NLLSM, to overcome the problems of poor convergence rates, while maintaining the advantage of a GA was then considered.

This discussion lead to the proposal of a hybrid approach to fitting superquadric-based models to 3D point sets. This hybrid approach combines both a GA and NLLSM in a two-stage fitting process, the aim being to overcome the problems associated with each technique. After testing, we were able to show that, for the same data, the hybrid approach successfully fulfilled its aims.

At the time of writing, the hybrid approach can only fit single deformable superquadric models to points corresponding to simple, single-part objects. This represents a major restriction on the form of data that can be used, and we intend to address this restriction in our future work.

It will be necessary to improve the system to allow for the recovery of much more complex, multi-part objects. This will involve adapting it to allow the fitting of part-models, constructed from structured arrangements of deformable superquadric primitives.
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